Power Laws on Weighted Branching Trees

Predrag R. Jelenkovi¢ and Mariana Olvera-Cravioto

1 Introduction

Our recent work on the analysis of recursions on weighted branching trees is moti-
vated by the study of the nonhomogeneous linear fixed-point equation

PR
R=Y CR+0, (1
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where (Q,N,C,Cy,...) is a real-valued random vector with N € NU {eo}, N =
{0,1,2,3,...}, P(]Q] > 0) > 0, and {R;};c is a sequence of iid random variables
independent of (Q,N,Cy,C,,...) having the same distribution as R. This recursion
has been proposed as a stochastic approximation of Google’s PageRank algorithm
and possibly other ranking schemes of large information sets, e.g., the World Wide
Web (WWW); see [46, 47, 26] and the references therein. There it is argued that the
stochastic approach is helpful in understanding the qualitative behavior of PageRank
given the large scale nature of the WWW. These types of weighted recursions, also
studied in the literature on weighted branching processes [42] and branching random
walks [10], are found in the probabilistic analysis of other algorithms as well [43,
40, 1]. The homogeneous (Q = 0) version of (1) has been studied extensively in the
literature of weighted branching processes and multiplicative cascades, see [2, 4,
24,34, 33, 30, 10, 23, 17] and the references therein.

We now give some more details on the PageRank motivation that was mentioned
above. PageRank assigns to each page a numerical weight that measures its rela-
tive importance with respect to other pages. We think of the Web as a very large
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interconnected graph where nodes correspond to pages. The Google trademarked
algorithm PageRank defines the page rank as:

1—-d R(p;
Rp)=——=+d ¥ LE f;, @
pjeM(p)) “\Pi
where, using Google’s notation, py, ps,...,p, are the pages under consideration,

M(p;) is the set of pages that link to p;, L(p;) is the number of outbound links
on page pj, n is the total number of pages on the Web, and d is a damping factor,
usually d = 0.85. While in principle the solution to (2) reduces to the solution of
a large system (possibly billions) of linear equations, we believe that finding page
ranks in such a way is unlikely to be insightful.

In particular, the division by the out-degree, L(p;) in equation (2), was meant
to decrease the contribution of pages with highly inflated referencing, i.e., those
pages that basically point/reference possibly indiscriminately to other documents.
However, the stochastic approach reveals that highly ranked pages are essentially
insensitive to the parameters of the out-degree distribution, and high ranks most
likely occur either due to a pointer by a very highly ranked neighbor, or by pointers
of a very large number of neighbors. Hence, PageRank may not reduce the effects
of overly inflated referencing.

A stochastic approach to analyze (2) is to multiply it by n and consider a typical
node on the graph

RZ(1-d)+dY -, 3)

=
Sz
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where d > 0, dE[1/D] < 1, N is a random variable independent of the R;’s and D;’s,
the D;’s are iid random variables satisfying D; > 1, and the R;’s are iid random vari-
ables having the same distribution as R. In terms of recursion (2), R is the scale-free
rank of a random page, N corresponds to the in-degree of that node, the R;’s are
the ranks of the pages pointing to it, and the D;’s correspond to the out-degrees of
each of these pages. The experimental justification of these independence assump-
tions can be found in [45]. This stochastic setup was first introduced in [46], where
the process resulting after a finite number of iterations of (3) was analyzed. Further
generalization of (3) leads to (1), which was recently analyzed in [47, 26].

Furthermore, in computer science, a well known divide-and-conquer paradigm
is used for designing efficient algorithms, where a problem is recursively divided
into two or more sub-problems, until the sub-problems become simple enough to be
solved directly. Such approach naturally leads to a recursive analysis, which in the
case of randomized algorithms, often results in stochastic recursions of the type in
(1). Among these, the most widely analyzed algorithm is Quicksort, whose analysis,
after an appropriate normalization introduced in [41], reduces to the stochastic fixed
point equation

RZUR +(1-U)Ry + 0,
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where U is uniform, Q = Q(U), {R;,R,} are independent copies of R and inde-
pendent of (U, Q); for recent work see [18, 39] and the references therein. Similar
binary equation also appear in the analysis of sequential absorption (packing) prob-
lems on a line, see equation (19) in [9]. Such problems are used for modeling mem-
ory fragmentation, advance reservation, particle absorption, e.g., see [15] and the
references therein. Multidimensional versions of the fixed-point equation (1) have
been considered in [39, 40] and more recently in [13].

In general, many applied probability problems, appearing in the average case
analysis of algorithms and statistical physics, reduce to distributional fixed-point
equations of the form

RZ f(Q.CLRi,1 <i<N+1), )

where f(-) is a possibly random real-valued function, N € NU {eo}, the {C;}ien
are real-valued random weights and {R;};cn are iid copies of R, independent of
(Q,N,C1,Cy,...). For example, as discussed in [27], one can study the following
distributional equations

o [N (N [N
RZ (\/cge,) vo, RZ (\/CiRi> +0, RZ (Zq&) Vo, )
i=1 i=1 i=1

The solutions to equations of this type can be recursively constructed on a weighted
branching tree, where N represents the generic branching variable and the {C;};en
are the branching weights. For this reason, we also refer to (4) as recursions on
weighted branching trees. The maximum recursion, the first one in (5), was previ-
ously studied in [7] under the assumption that Q = 0, N = oo, and the {C;} are real-
valued deterministic constants, and the case of O =0 and {C;} > 0 being random
was studied earlier in [25]. Furthermore, these max-plus type stochastic recursions
appear in a wide variety of applications, see [1] for a recent survey.

Special cases of the preceding recursions are important in many applied prob-
ability areas. For example, selecting N = 1 in (1) yields the fixed-point equation
satisfied by the first order autoregressive process. When Q = 1,C; = 1, the steady
state solution to (1) represents the total number of individuals born in an ordinary
branching process. Similarly, by setting N = Q = 1 and X; = logC; in the first equa-
tion in (5), one obtains the well studied supremum of a random walk and in particu-
lar the waiting time in the GI/GI/1 queue. By choosing the distributions of N, Q or
C; appropriately, all of these recursions can lead to heavy-tailed solutions.

In this paper we present some of our recent work from [26, 27, 28, 36] that
studies the power-tail asymptotics of the solution R to the preceding distributional
fixed-point equations; all the omitted proofs can be found in these references. We
will exemplify our techniques primarily on the nonhomogeneous equation (1), for
which the tail of the solution, P(R > r), can be determined by three different factors:
the multiplicative effect of the weights C;; the sum of the weights Y C;; and the
innovation variable Q. In addition, to simplify the exposition, we only present the
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results for the case where (Q,N,C,C»,...) is nonnegative and, when appropriate,
we comment on the corresponding real-valued extensions.

First, we study the multiplicative effect of the weights by extending the im-
plicit renewal theory of Goldie [19], which was derived for equations of the form

RZ f(Q,C,R) (equivalently N = 1 in our case), to cover recursions on weighted
branching trees. The extension of Goldie’s theorem is presented in Theorem 1 of
Section 3, and it enables the characterization of the power-tail behavior of the solu-
tions R to many equations of the form in (4), e.g., those stated in (1) and (5). One
of the observations that allows this extension is that an appropriately constructed
measure on a weighted branching tree is a renewal measure, see Lemma 1.

Then, in Section 4, we develop the necessary large deviations techniques that will
enable us to study the tail behavior of P(R > r) when it is determined by the sum
of the weights, Y C;, or the innovation variable Q. The key technical contribution
is the derivation of uniform bounds (in #n and x) for the distribution of the sum of
the weights in the nth generation of a weighted branching tree, P(W, > x), given
in Propositions 1 and 2. These uniform bounds are used to establish the geometric
rate of convergence of the iterations of the fixed-point equation (1) to the solution R
constructed in Section 5.

Next, we exemplify the techniques we have developed on the nonhomogeneous
linear recursion (1). In this regard, in Section 5, we first construct an explicit solu-
tion (13) to (1) on a weighted branching tree and then provide sufficient conditions
for the finiteness of moments and the uniqueness of this solution under iterations in
Lemmas 5 and 6, respectively. However, the fixed-point equation (1) can have addi-
tional stable solutions that do not satisfy Lemma 6, as it was recently discovered in
[5]. Earlier work for the case when {C;}, Q are deterministic real-valued constants
can be found in [42, 6]. Furthermore, it is worth noting that our moment estimates
are explicit, see Lemma 4, which may be of independent interest. Our first main
result about the constructed solution R to (1) is given in Theorem 2, where through
the extension of the Implicit Renewal Theorem it is shown that the multiplicative
nature of the weights can lead to a power-tail behavior. Informally, our result shows,
under some moment conditions, that

H
P(R>X)N7a as X — oo,
X

where « is a solution to £ [ f»vzl Cﬂ = 1. In addition, for integer power exponent
(a € {1,2,3,...}) the constant H can be explicitly computed as stated in Corol-
lary 1. Furthermore, for non integer o, we will explain how Lemma 2 can be used
to obtain an explicit bound on H.

When the conditions for the Implicit Renewal Theorem fail, the tail behavior of R
can be determined by P (¥, C; > x) or P(Q > x). Using our work on the large de-
viations of weighted random sums we give the corresponding results in Theorems 3
and 4, respectively. In particular, it is shown that if P (¥ | C; > x) or P(Q > x),
are regularly varying with index o > 1, and certain moment conditions are satisfied,
then, respectively,
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N
P(R > x) ~H5P< G >x> or P(R>x)~ HypP(Q > x)
i=1

i=

as x — oo, for some explicit constants Hg,Hp > 0. Lastly, we point out that we
focus here only on the heavy-tailed solutions to (1), but it is known that (1) can
also have light-tailed solutions, see [20] for the N = 1 case and the discussion after
Theorem 2.2 in [34] for the general branching case.

We conclude the paper with a brief analysis of other non-linear recursions, e.g.,
those stated in (5), that could be studied using the extension of the Implicit Renewal
Theorem. The main difficulty in applying Theorem 1 is in verifying the conditions
of the theorem for a specific fixed-point equation. In this regard, we argue that the
two technical lemmas, Lemmas 7 and 8, can be helpful for this purpose.

The rest of the paper is organized as follows. Section 2 contains the construction
of the weighted branching tree. In Section 3 we present the extension of the implicit
renewal theorem to trees and, in Section 4, we derive the uniform large deviation
bounds for P(W,, > x). Section 5 exemplifies our techniques on the nonhomogeneous
linear equation (1), and Section 6 briefly discusses how the developed tools can be
applied to other fixed-point equations, e.g., those in (5).

2 Weighted branching tree

First we construct a random tree .7. We use the notation @ to denote the root node
of 7, and A,, n > 0, to denote the set of all individuals in the nth generation of
T, Ao = {0}. Let Z, be the number of individuals in the nth generation, that is,
Z, = |Ay|, where | - | denotes the cardinality of a set; in particular, Zy = 1.

Next, let N = {1,2,3,...} be the set of positive integers and let U = {J;_o (N )¥
be the set of all finite sequences i = (iy,is,...,iy), Where by convention NS’F =
{0} contains the null sequence @. To ease the exposition, for a sequence i =
(i1,i2,...,ix) € U we write ijn = (iy,i2,...,iy), provided k > n, and i|0 = 0 to de-
note the index truncation at level n, n > 0. Also, for i € A; we simply use the no-

tation i = /], that is, without the parenthesis. Similarly, for i = (iy,...,i,) we will
use (i,7) = (i1,-..,In, j) to denote the index concatenation operation, if i = 0, then
(i) =J.

We iteratively construct the tree as follows. Let N be the number of individuals
born to the root node @, Ny = N, and let {Ni}ieU,i?g@ be iid copies of N. Define now

A={ieN:1<i<N}, A,={(in)€VU:icA, ,1<i, <N}. (6)

It follows that the number of individuals Z, = |A,| in the nth generation, n > 1,
satisfies the branching recursion
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Fig. 1 Weighted branching tree

Now, we construct the weighted branching tree 7 ¢ as follows. We start by as-
signing the vector (Qp,No,C9.1y,C(02);---) = (Q,N,Cy,C,...) to the root node 0.
Next, let {(Qi,MNi,Ci1),Cii2),---)}icvizo be a sequence of iid copies of
(Q,N,Cy,Cy,...). Recall that Ny determines the number of nodes in the first gen-
eration of .7 according to (6), and assign to each node in the first generation
its corresponding vector (Q,',Nl-,C(,-’l),C(,-’z), ...) from the preceding iid sequence.
In general, for n > 2, to each node i € A,_; we assign its corresponding vector
(01, Ni, Cii1),Ciin), - - - ) from the sequence and construct A, = {(iin) €U i€
A,—1,1 <i, <N} For each node in 7 ¢ we also define the weight I, .., Via
the recursion

I;, =Gy, H( ) ZC(,' n>?2,

i15ensin 1~,---7in)n(i1a---ain71)7

where IT = 1 is the weight of the root node. Note that the weight I1;, ;) is equal
to the product of all the weights C(.) along the branch leading to node (i1, ..., i),
as depicted in Figure 1. In some places, e.g., in the following section, the value of
0O may be of no importance, and thus we will consider a weighted branching tree
defined by the smaller vector (N,C},Cs,...). This tree can be obtained from Jp ¢
by simply disregarding the values for Q(.) and is denoted by ¢

The objective of this paper is to present a variety of results that analyze recursions
and fixed-point equations embedded in this weighted branching tree.
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3 Implicit renewal theorem on trees

In this section we present an extension of Goldie’s Implicit Renewal Theorem [19]
to weighted branching trees. The observation that facilitates this generalization is the
following lemma which shows that a certain measure on a tree is actually a product
measure; a similar measure was used in a different context in [11]. Throughout the
paper we use the standard convention 0%log0 = 0 for all & > 0, and the notation
xT = max{x,0}, x~ = —min{x,0}.

Lemma 1. Let I¢ be the weighted branching tree defined by the nonnegative vector
(N,Cy,Cy,...), where N € NU{eo}. For any n € N and i € A,, let V; = logIl;. For
o > 0 define the measure

U (dt) = e™E lz 1(V; Edt)] ., on=12,...,

icA,

and let n(dt) = pi(dt). Suppose that there exists j > 1 with P(N > j,C; >
0) > 0 such that the measure P(logC; € du,C; > O,N > j) is nonarithmetic,
E [N, C]] < oo for some 0 < y< &, and E [LY | C¥| = 1. Then, n(-) is a nonar-
ithmetic probability measure on R that places no mass at —oo and has mean

w [ un(au —E

N
ZC}X logC;| .
=1

Furthermore, U,(dt) = n*"(dt), where N*" denotes the nth convolution of 1 with
itself.

Note that E [YY C!] < o and E[YY C*] < e for 0 < y < a implies
E[YY C*(logC;)~] < oo, and therefore the mean of 7(-) is well defined.

We now present Theorem 3.1 of [27], which is a generalization of Goldie’s Im-
plicit Renewal Theorem [19] that enables the analysis of recursions on weighted
branching trees. Note that except for the independence assumption, the random vari-
able R and the vector (N,Cy,C,,...) are arbitrary, and therefore the applicability of
this theorem goes beyond the recursions that we study here. When this theorem is
applied to specific recursions, one can use the nature of the recursion to verify the
conditions of the theorem. Typically, it is the absolute integrability in (7) that re-
quires the most work. Throughout the paper we use g(x) ~ f(x) as x — oo to denote

lim, 00 g(x)/f(x) = L.

Theorem 1. Let (N,Cy,C,,...) be a nonnegative random vector, where N € NU
{eo}. Suppose that there exists j > 1 with P(N > j,C; > 0) > 0 such that the measure
P(logC; € du,C; > O,N > j) is nonarithmetic. Assume further that
0<E yle;?‘long} < o, E[ yzlcy} —1, E[ ﬁ’zlcﬂ < oo for some 0 <

y < o, and that R > 0 is independent of (N,C,Ca,...) with E[RP] < oo for any
0<B<alf
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r

1% dt < oo, (7

HR>ﬁ—E[

™=

1(C;R > t)]

then
P(R>1t)~Ht %, t — oo,

where 0 < H < o is given by

1 o
H= - / ot (P(R>v)—E )dv.
E [ jlef‘long} 0

Remark 1. (i) As pointed out in [19], the statement of the theorem only has content
when R has infinite moment of order «, since otherwise the constant H is zero. (ii)
This theorem was recently generalized in Theorem 3.4 of [28] to incorporate real-
valued weights {C;} and real-valued R. (iii) When the {logC;} are lattice-valued,
a similar version of the theorem was derived by using the corresponding Renewal
Theorem for lattice random walks, see Theorem 3.7 in [28]. (iv) To see that the

N
Y 1(CR>v)

=1

condition £ {Zg\;l Cﬂ < oo for some 0 < 7 < « is needed, consider the following
example. Fix k > 2 to be such that A = Y77 1/(j(logj)?) and B = Y7 (logj+
3loglog j)/(j(logj)?) are both smaller than 1/2, and choose C = X where X is
exponentially distributed with mean (1 —A). Now set C; = C/(j(log j)*) for j > k
and C; = 0 otherwise (N = o). Then, E [):;-":ij} =1and E {Xjf’:kcjlong} =

AT'(1-A—B)>0,but E [z‘;’:kcﬂ =oo forany 0 < y < 1. (v) As noted in [19],
the early ideas of applying renewal theory to study the power tail asymptotics of
autoregressive processes (perpetuities) is due to [31] and [22].

Sketch of the proof of Theorem 1. Let J¢ be the weighted branching tree defined
by the nonnegative vector (N,Cy,Cy, ... ). For eachi € A, and all k < n define Vj, =
log I'Tj;; note that I is independent of Nj but not of N, for any 0 <s <k —1.
Also note that ijn =i since i € A,,. Let %, k > 1, denote the c-algebra generated
by {(Mi,Ci1):Cii),---) 11 €A;,0< j<k—1}, and let Fy = 6(0,2), [Ty = 1.
Assume also that R is independent of the entire weighted tree, .7¢. Then, for any
t € R, we can write P(R > ¢') via a telescoping sum as follows
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P(R>¢€)
= Z (El Y I(IIyR>¢)| —E Y I(I]ik+1R>et)])
(ilk) €A, (i|k+1)€Ar+
+E| Y 1(%,R> el)]
(iln)eA,

n—1 l\k
:ZE Z <1 1\kR>f3 Zl 1\kC |k]R>€)>]
k=0 [ (ilk)eA,
+E| Y, 1(I%,R> e’)]
(iln)€An
n—1 1\k
=Y E| Y E|1(R>e k)~ 21 kR > e Vi) | .7
k=0 (ilk)eAx
+E| Y I(HinR>e’)].
(iln)€An

Now, define the measures p,, according to Lemma 1 and let

1(CjR>€t)]> 3
1

Y, 1(IL,R>¢ ]

(ijn)€An

-

dt) = Zn: W (dt), g(t)=e™ (P(R >e)—E
k=0

J

r(t) =e*P(R>¢") and  8,(t) =e™E

Recall that R and (Njjk, Ciijk.1),Clijk.2); - --) are independent of .7, from where it
follows that

l\k

El1R>e’V'k 21 (iR > €

fk] = eawﬂ"*[)g (t — Vi\k) .
Then, foranyt € Randn € N,

n—1
r(?) ZE[ Y, Mgt —Vig) | +8(1) = (g% Va1)() + 8u(0).
(

=0 | (ilk)eA,

Next, using the assumptions of the theorem, one can show that &,(¢) — 0 as n — eo,
and furthermore,
r(t) =g*v(t),

where v(dt) = Yoo n**(dt); see [27, 28] for more details. Now, the result would
follow from the key renewal theorem for two-sided random walks if it were not
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for the fact that g is not necessarily directly Riemann integrable. To overcome this
difficulty one can introduce a smoothing transform, similarly as it was done in [19],
and apply the key renewal theorem to the transformed equation to show that

!

eft/ v*P(R > v)dv — H, t— 0.
0
Finally, by a version of the monotone density theorem (see Lemma 9.3 in [19]), one

derives
P(R>1t)~Ht™ %, t— oo,

where

1 00
H:—/ t)dt
I - s()

:l/mv“—l <P(R>v)—E
uJo

and u was defined in Lemma 1.

N
Y L(CR>V)
j=1

>dv

4 Large deviations analysis

In this section we give the main technical result that allows the analysis of the solu-
tions to recursions on weighted branching trees when the conditions for the Implicit
Renewal Theorem do not apply, but either the sum of the weights, Zﬁvzl C;, or the
innovation, Q, has a heavy-tailed distribution. The analysis in these cases is based
on a uniform bound for the tail distribution of the sum of the weights on the nth
generation of a weighted branching tree, which we formally define below.

Let {W, : n > 0} be the process constructed on Jp ¢ via

Wo=0Q, Wu=Y QiIL, n>1 (8)
i€A,

Since the tree structure repeats itself after the first generation, W, satisfies
N
_@
Wo =Y CGWir) s ©)
k=1

where {W(,,_1) } is a sequence of iid random variables independent of (N,C1,Cs, .. .)
and having the same distribution as W,,_.

We now proceed to compute explicit moment bounds for W,,. The next lemma
is the key to this analysis; a generalization to real-valued random variables can be
found in [28].
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Lemma 2. For any k € NU {} let {C;}*_| be a sequence of nonnegative ran-
dom variables and let {Y,'}i.‘:] be a sequence of nonnegative iid random vari-
ables, independent of the {C;}, having the same distribution as Y. For 3 > 1 set
p=[B1€{2,3,4,...}, and if k = oo assume that Y;° | C;Y; < oo a.s. Then,

i=1

k p k k B
E (Zan) ~Y@rP| < (e Ve <Zc,->
i=1 i=1

Remark 2. Note that the preceding lemma does not exclude the case when
E[(Zh,cm)’] =eobut E[ (25, 1) — £, (Gr)f] < oo

We now give estimates for the 3-moments of W, for § € (0,1] and 8 > 1 in
Lemmas 3 and 4, respectively; their proofs can be found in [27]. Throughout the

rest of the paper define pg = E {Z{il CIB} forany 8 >0, and p = p;.
Lemma 3. For 0 < <landalln>0,

EWp) < E[0F]pp.

Lemma 4. For B > 1 suppose E[QP] < oo, E {( {.V:lcl-)ﬁ} <o, and pVpg < L
Then, there exists a constant Kﬁ < oo such that for all n > 0,

EWP] < Kg(pVpp)".

The main technical result of this section provides a uniform bound (uniform in
n and x) for P(W, > x) under the assumption that either P (¥Y C; >x) € #_4
or P(Q > x) € #_q, where #_ is the family of regularly varying functions with
index —o. For completeness we give the definition below.

Definition 1. A function f is regularly varying at infinity with index A, denoted
f €%, if f(x) = x*L(x) for some slowly varying function L; and L : [0, 0) — (0, )
is slowly varying if limy_,. L(¢x)/L(x) = 1 for any ¢ > 0.

We now state the two main results of this section; their proofs are given in [36].

Proposition 1. Let Zy = YN | C; and suppose P(Zy > x) € #—q with o > 1. Assume
further that E[Q% €] < o and pg.ye < o for some € > 0. Fix pV pg <N < 1. Then,
there exists a finite constant K = K(1,€) > 0 such that for alln > 1 and all x > 1,

P(W, > x) <Kn"P(Zy > x). (10)

Remark 3. Note that we can easily obtain a weaker uniform bound by applying the
moment estimate on E[Wnﬁ] from Lemma 4, i.e., P(W, > x) < E[Wnﬁ]x’ﬁ <Kg(pV
pﬁ)"x’ﬁ for some 0 < f8 < «, so the tradeoff in (10) is a slightly larger geometric
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term for a lighter tail distribution. However, the assertion in (10) is considerably
more difficult to prove.

The corresponding result for the case when P(Q > x) € %Z_¢ is given below.

Proposition 2. Suppose P(Q > x) € #—q, with @ > 1, E[Z3 ] < o for some € > 0,
and let pV pg < M < 1. Then, there exists a finite constant K = K(n,€) > 0 such
that foralln > 1 and all x > 1,

P(W, >x) <Kn"P(Q > x).

5 The linear recursion R Z YN CR+0

This section focuses on the analysis of the linear nonhomogeneous equation (1), and
it is further divided into the three possible sources of power-law tails of the solution
R. Before we proceed with the analysis, we give below an explicit construction of R
on the weighted branching tree .7 ¢ and show that, under appropriate conditions,
this solution is the unique limit under iterations of (1). Recall that throughout the
paper we assume that the vector (Q,N,C},Cs,...) is nonnegative.

Define the process {R"™ },>¢ according to

RW =YW, n>0, (1)
k=0

that is, R™ is the sum of the weights of all the nodes on the tree up to the nth
generation. It is not hard to see that R satisfies the recursion

Np N
R — Z;CW)R&H) 10y = Zlchﬁ."*” +0, n>1, (12)
j= j=

where {R&"il)} are independent copies of R corresponding to the tree starting
with individual j in the first generation and ending on the nth generation; note that
j_=i
Next, define the random variable R according to

R2 1imR™ =Y W, (13)
n—ro0 =0

where the limit is properly defined by (11) and monotonicity. Hence, it is easy to

verify, by applying monotone convergence in (12), that R must solve

& () S o)
R=Y CopR”"+00=Y CiR”+0,
j=1 j=1
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where {R§m>} jen are iid, have the same distribution as R, and are independent of
(Q,N,Cy,Cy,...).

The derivation provided above implies in particular the existence of a solution in
distribution to (1). Moreover, under additional technical conditions, R is the unique
solution under iterations as it will be defined and shown in the following section.
The constructed R, as defined in (13), is the main object of study in the remainder
of this section. Note that, in view of the very recent work in [5], (1) may have other
stable-law solutions that are not considered here. The lemma below gives sufficient
conditions for the finiteness of moments of R, see [27] for a proof.

Lemma 5. Assume that E [Qﬁ} < oo for some B > 0. In addition, suppose that either
(i) pg < 1if0O<B <1, or (ii) (p\/pﬁ)<1andE[(Z§V:1Ci)ﬁ} <o if B> 1
Then, E[RY] < oo for all 0 < 'y < B, and in particular, R < oo a.s. Moreover, if § > 1,

L
R™ 2 R, where Lg denotes B-norm convergence.

Remark 4. Tt is interesting to observe that for § > 1 the conditions pp <1 and
E {( ?Llc,-)ﬁ } < oo are consistent with Theorem 3.1 in [4], Proposition 4 in [24] and

Theorem 2.1 in [34], which give the conditions for the finiteness of the 3-moment
of the solution to the related critical (p; = 1) homogeneous (Q = 0) equation.

Next, we show that under some technical conditions, the iteration of recursion
(1) results in a process that converges in distribution to R for any initial condition
Rj. To this end, consider a weighted branching tree Jp ¢, as defined in Section 2.
Now, define

RE2RMVD LW, (R, n>1,

where R~ 1 is given by (11),

Wo(Ry) = Y Rg;IT, (14)

icA,

and {Ry; }icy are iid copies of an initial value Rjj, independent of the entire weighted
tree ﬂQc It follows from (12) and (14) that, for n > 0,

CRY™ 4+ 0+ Wyt (RY)

N
* —
n+1 —

™= T

C; (Rﬁ-”‘“+_2 RS,iHCU-,.-..,ik)) +0, (15)

where {Rﬁn_l)} are independent copies of R"~1) corresponding to the tree starting
with individual j in the first generation and ending on the nth generation, and A, ;
is the set of all nodes in the (n+ 1)th generation that are descendants of individual
Jj in the first generation. It follows that
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n+] Z C R + Qa

where {R;, ;} are the expressions inside the parenthesis in (15). Clearly, {R;, ;} are
iid copies of R}, thus we show that R} is equal in distribution to the process derived
by iterating (1) with an initial condition Rjj. The following lemma shows that R, =
R for any initial condition Rf satisfying a moment assumption, where = denotes
convergence in distribution; see [27] for a proof.

Lemma 6. For any initial condition R} > 0, if E[QP],E[(R})P] < = and pg =
E [ZﬁiICﬂ < 1 for some 0 < B <1, then

R, =R,

with E [Rﬁ] < oo. Furthermore, under these assumptions, the distribution of R is the
unique solution with finite §-moment to recursion (1).

Remark 5. (i) Note that when E[N] < 1 the branching tree is a.s. finite and no con-
ditions on the {C;} are necessary for R < oo a.s. This corresponds to the second
condition in Theorem 1 of [12]. (ii) In view of the same theorem from [12], one
could possibly establish the convergence of R = R < oo under milder conditions.
However, since in this paper we only study the power tails of R, the assumptions
of Lemma 6 are not restrictive. (iii) Note that if E [Y} | C¥] = 1 with o € (0, 1],

then there might not be a 0 < 8 < a for which E [Z?Ll Cﬂ < 1, e.g., the case of
deterministic C;’s that was studied in [42].

5.1 The case when the weights {C;} dominate

In this section we characterize the tail behavior of the distribution of the solution
R to the nonhomogeneous equation (1), as defined by (13), when its power-law tail
behavior is due to the multiplicative effect of the weights {C;}. The main result is
given in the following theorem, which is an application of Theorem 1; see the proof
of Theorem 4.1 in [27] and the remark at the end of this subsection. A generalization
to real-valued weights can be found in Theorem 4.6 in [28].

Theorem 2. Let (Q,N,C1,C,...) be a nonnegative random vector, with N € NU
{eo}, P(Q > 0) > 0, and let R be the solution to (1) given by (13). Suppose that there
exists j > 1 with P(N > j,C; > 0) > 0 such that the measure P (logC; € du,C; > 0,
N > j) is nonarithmetic, and that for some a >0, 0 < E | N, ce logCi| < e,
E LY, C* =1, and E[Q%] < c. In addition, assume

1 E[ N:]Ci] <landE{( ?’Zlci)a} < oo, lfa> 1;0};

1+¢&
{(): lCa/ 1+€)) ]<oof0rsomeO<£<1, fo<a<l.
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Then,
P(R>1t)~Ht™ %, t— oo,

where 0 < H < oo is given by

H= ] /wv“*' P(R>v)—E
E XY, C*logC] Jo

B E [(ngzl CiR; + Q)a -y, (CiRi)a]
B aE [YY | C*logC;]

N
Y 1(CR > v)] ) dv

i=1

Remark 6. (i) The nonhomogeneous equation has been previously studied for the
special case when Q and the {C;} are deterministic constants. In particular, Theo-
rem 5 of [42] analyzes the solutions to (1) when Q and the {C;} are nonnegative
deterministic constants, which, when Z§V:1 C;" =1, a > 0, implies that C; < 1 for
all i and Y ;C*logC; < 0, falling outside of the scope of this theorem. As previ-
ously mentioned, the additional stable-law solutions found recently in [5] for Q
and {C;} random also fall outside of the scope of this theorem and do not satisfy

the conditions of Lemma 6. (ii) When ¢ > 1, the condition E {(nyzl Ci)a} < oo
is needed to ensure that the tail of R is not dominated by Y | C;. In particular,

if the {C;} are iid and independent of N, the condition reduces to E[N%] < e
since E[C%] < oo is implied by the other conditions; see Theorems 4.2 and 5.4

in [26]. Furthermore, when 0 < a < 1 the condition E [( §V:1C,-) a} < oo is re-

dundant since E {( ﬁ‘;lci)“} < E[YY,C* =1, and the additional condition
I+e

E {( ?’Zlcl."‘/“*g)) } < oo is needed. When the {C;} are iid and independent

of N, the latter condition reduces to E[N 1+8] < oo (given the other assumptions),
which is consistent with Theorem 4.2 in [26]. (iii) Note that the second expression
for H is more suitable for actually computing it, especially in the case of a being
an integer, as will be stated in the forthcoming Corollary 1, after which we will
also explain how Lemma 2 can be used to derive an explicit upper bound on H
when ¢ > 1 is not an integer. Regarding the lower bound, the elementary inequality
(Z;‘:lx,-)a > ):ﬁ-;lxl‘-" for @ > 1 and x; > 0, yields

Lo E[0Y
~ aE [LY,C*logC/]

Similarly, for 0 < o < 1, using the corresponding inequality (Y%, x;)” < Y& x&
for 0 < a < 1, x; > 0, we obtain H < E[Q%]/(aE [L,C¥logC;]). (iv) Let us
also observe that the solution R, given by (13), to equation (1) may be a constant
(non power law) R = r > 0 when P(r = Q + ervlei) = 1. However, similarly
as in remark (i), such a solution is excluded from the theorem since P(r = Q +
rYN,C) =1 implies E[Y;C*logCi] < 0,0 > 0. (iv) The strict positivity of the
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constant H for the real-valued case has very recently been established in [3], and a
version where the weights {C;} are positive matrices and Q is a positive vector can
be found in [35].

As indicated earlier, when o > 1 is an integer, we can obtain the following ex-
plicit expression for H.

Corollary 1. For integer &t > 1, and under the same assumptions of Theorem 2, the
constant H can be explicitly computed as a function of E[RY], 0 <k < a — 1, and
the mixed moments of order up to o of (Q,N,Cy,Ca,...) according to the following
expression

1
H =
aE [V, C¥logC;

)

]E

o SN .
o+ ¥ Jer Tl
i=1

jEBa,l(N) jo?jl)jza'u

wherej = (jOaj17j2;~~~); Bp(n) = {(j03j17j27"') S Nrjr+l : ZZ:Ojk =P, 0 < ji <
p}. In particular, for a =1,

_ E[Q]
=% (XY CilogC’
and for o0 =2,
. EIG)+2ERIE[OEY,, ) + 2ER)E [£X, B Gy
N 2E [¥Y, C?logCi] ’
__ E[Q
ST ey

Proof. Using the multinomial expansion we obtain for any k € N

E (iamw) —i(a&)“]
i=1

i=1

N

0% + Z(N)< ” >Qj°H(CiRi)ji1.

Jos J1,J25- - i=1

Next, condition on % = ¢(Q,N,C,Cs,...) to obtain
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EL y ( a >Qon]_VI(CiRi)ji

By (V) N0 T T2 1

EL y < o )Qjofllc{iE[Rff]].

By (V) O T15 T2

:EL y < o )QjoﬁC{iE[R{i

€By_1(N) j0>j17j2a~ ..

For the case when « > 1 is not an integer, the same arguments used in the proof
of Lemma 2 (see Lemma 4.1 in [27]) lead to

N * N
E [(ZC}R,’-FQ) - Z(C,‘R,’)a
i=1

=

a/p

<elo“+| ¥ ( p )Qj()l]—VI(CiRl.)ji

j€B,(N) Jos j1,J2,- - 1

where j and B, (n) are defined as in Corollary 1 and p = [«]. Then condition on
F =0(Q,N,C;,Cs,...) and use Jensen’s inequality to obtain

a/p
1 p L i
H< E | 0% o TT1CYE[R
T aE [Li, ClogC] | X ( >Q ,11 PEIR]

jeyv) \JosJ1s 25

Note that the moments E[R/], j; < [a] — 1, can be computed recursively as in
Corollary 1. For the case N = 1 the recent work in [16] provides a computable
expression for H.

Two results that facilitate the verification of the conditions in Theorem 1 are
given below in Lemmas 7 and 8 (Lemmas 4.6 and 4.7 in [27]). The first of these
results transforms the integral conditions in Theorem 1 into an expression that can
be verified by using the specific recursion being analyzed. These lemmas can be di-
rectly applied to analyze other max-plus recursions as well, such as those mentioned
in (5). We illustrate the use of these results by giving a heuristic proof of Theorem 2
at the end of this section.

Lemma 7. Suppose (N,Cy,Cs,...) is a nonnegative random vector, with N € NU
{eo} and let {R;}icn be a sequence of iid nonnegative random variables indepen-
dent of (N,Cy,Cs,...) having the same distribution as R. For a > 0, suppose that
YN (CR)* < o a.s. and E[RP] < oo for any 0 < B < a. Furthermore, assume that

1+e
E [( ?LICI.‘Z/(HS)) } < oo for some 0 < € < 1. Then,



18 Predrag R. Jelenkovi¢ and Mariana Olvera-Cravioto

oo N
Og/ (E [Zl(CiR,~>t) —P(max CiRi>t)>taldt
0 1<i<N

i=1

N o
Z (C,'R,')a — ( max C,'R,') ] < oo,
1<i<N

i=1

1
=—E
o

Lemma 8. Let (Q,N,C,Cs,...) be a nonnegative vector with N € NU {eo} and
let {R;} be a sequence of iid random variables, independent of (Q,N,C;,Cy,...).
Suppose that for some o0 > 1 we have E[Q%] < oo, E {( NG a} < oo, E[RP] < o0
forany 0 < B < o, and YN | CiR; < o a.s. Then

E < oo,

N “ N
<Z CiRi + Q) - (GR)"
i=1

i=1

We now give some of the key high-level heuristics behind the proof of Theo-
rem 2. The first technical condition to check is that E[RF] < oo for all 0 < B < a,
which follows from the assumptions in the theorem and our moment estimates from
Lemmas 3 and 4. The majority of the work in the proof goes into verifying the
absolute integrability condition (7). In order to do this, we first observe that

N N
P(R>t)=P (ZC,-RH-Q >t> ~P <ZCiRl- >t>
i=1 i=1

for large 7 since E[Q%] < oo and the weighted sum Y C;R; is expected to have infinite
a-moment. Then, under the condition E {( ﬁvzl C,-) a} < oo (@ > 1), we expect the

weighted sum to behave as the maximum according to the well-known heavy-tailed
one-big-jump principle, i.e.,

N
P CiR; >t zzP(max C,'R,'>l>.
e 1<i<N

L

The last observation is that

1<i<N

P(max C,-Ri>t> ~FE

N
Zl(CiRi>t)]a

i=1

for large ¢, which is made rigorous in Lemma 7. Hence, the proof is enabled by
adding and subtracting the term P (max;<;<y C;R; > t) inside the integrand in (7).
The rigorous justification of these ideas is quite involved, in part because one has
to understand the second order properties of the preceding approximations, i.e., the
error term; we refer the reader to [26, 27, 28] for the details.
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5.2 The case when the sum of the weights Z?]:1 C; dominates

In this section we focus on the case where P(Zy > x) € %_ for some ¢ > 1, and
PV pg < 1. The approach we follow is to first describe the asymptotic behavior
of finitely many iterations of (1), those given by R(”), and then use the uniform
bound given in Proposition 1 to control the difference |R — R |. The first lemma
given below is based on the use of some asymptotic limits for randomly stopped and
randomly weighted sums recently developed in [37].

Lemma9. Let Zy = ):?’:1 C; and suppose P(Zy > x) € #—_q with @ > 1, E[Q* €] <
0, Pore < oo for some € >0, and p < 1. Then, for any fixedn € {1,2,3,...},

a n—1
P(R™ > x) ~ %I;)pé(l —p" ¥ P(Zy > x) (16)

as x — oo, where R™ was defined in (11).

Remark 7. In terms of the ranking example given in the introduction, Q usually
refers to a nonnegative personalization parameter that determines what page to go
to in case the algorithm reaches a page with no outbound links (see [47] for more
details).

From Lemma 9 one can already guess that, provided p V py < 1, the tail behavior
of R will be
(E[Q])

o o
(i-p)@ Y paP(Zy > x)
k=0

as x — oo, assuming that the exchange of limits is justified. As mentioned above, this
exchange represents the main technical difficulty. This result was proved in [26] for
the case where Q, N, {C;} are all independent and the {C;} are iid using sample-path
arguments, and in [47] for the case where (Q, N) is independent of {C;} and the {C;}
are iid, using transform methods and Tauberian theorems. A version of the results
presented here that can be applied when Q is a real-valued random variable can be
found in [36].

The uniform bound given by Proposition 1 is the key to establishing that |R —
R | goes to zero geometrically fast, which is more precisely stated in the following
lemma.

P(R > x) ~

Lemma 10. Let Zy = YN | C; and suppose P(Zy > x) € #—q with a > 1, E[Q*F¢] <
oo and Pg+e < oo, for some € > 0. Assume p N py < 1, then, for any fixed 0 < § < 1,
no € {1,2,...} and pV pg <N < 1, there exists a finite constant K > 0 that does
not depend on 8 or ny such that

P (|R — R0)| > 5x> Kot
im < )
x—poo P(Zy > x) 8%+
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Combining Lemma 9 and Lemma 10 one can obtain the following result. The
proofs of all the results in this subsection can be found in [36].
Theorem 3. Let Zy = YN | C; and suppose P(Zy > x) € #—q with > 1, E[Q%"¢] < oo
and Pg+e < o, for some € > 0. Assume p\V pg, < 1, then,
(E[Q])”
(1=p)*(1=pa)

as x — oo, where R was defined in (13).

P(R > x) ~ P(Zy > x)

Remark 8. (i) For the case where the {C;} are iid and independent of N, and P(N >
X) € #_q, Lemma 3.7(2) in [29] gives

P(Zy > x) ~ (E[C1])*P(N > x) as x — oo,

(i) Given the previous remark, it follows that Theorem 3 generalizes both Theo-
rem 5.1 in [26] (for Q,N,{C;} all independent and {C;} iid) and the corresponding
result from Section 3.4 in [47] (for (Q,N) independent of {C;}, {C;} iid, E[Q] < 1
and E[C] = (1 — E[Q])/E[N)). (iii) In view of Lemma 9, the theorem shows that the
limits lim,_ye0 lim,, o P(R™) > x)/P(Zy > x) are interchangeable.

5.3 The case when Q dominates

This section of the paper treats the case where the heavy-tailed behavior of R arises
from the {Q;}, known in the autoregressive processes literature as innovations. This
setting is well known in the special case N = 1, since then the linear fixed-point
equation (1) reduces to

RZCR+ 0,

where (C, Q) are generally dependent. This fixed-point equation is the one satisfied
by the steady state of the autoregressive process of order one with random coeffi-
cients, RCA(1) (see [31, 12, 19, 21]).

That the innovations {Q;} can give rise to heavy tails when the o mentioned
above does not exist is also well known, see, e.g., [21, 32]; the main theorem of
this subsection provides an alternative derivation of the forward implication in The-
orem | from [21] (see also Proposition 2.4 in [32]) for Q,N > 0.

The results presented here are very similar to those in Subsection 5.2, and so
are their proofs, which can also be found in [36] and include the case where Q is
real-valued.

Lemma 11. Suppose P(Q > x) € #—_q, with & > 1, and E[Zy"¢] < oo, for some
€ > 0. Then, for any fixed n € {1,2,3,...},

P(R™ > x)~ Y. phP(Q > x)
k=0
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as x — oo, where R™ was defined in (13).

As for the case when Zy = Z{»\;l C; dominates the asymptotic behavior of R, we
can expect that,
P(R>x)~ (1—pg)'P(Q > x),

and the technical difficulty is in justifying the exchange of the limits. The same
techniques used in Subsection 5.2 can be used in this case as well. We point out that
even though the condition p < 1 is not necessary for the proportionality constant in
Lemma 11 to be finite, it is required for the finiteness of E[R].

The corresponding version of Lemma 10 is given below.

Lemma 12. Let Zy = Y~ | C; and suppose P(Q > x) € #_q with & > 1, E[Z37¢] <
oo for some € > 0, and E[QP] < oo for all 0 < B < a. Assume pV py < 1, then,
for any fixed 0 < 6 < 1, ng € {1,2,...} and pV pg < N < 1, there exists a finite
constant K > 0 that does not depend on & or ngy such that

P (|R — R0)| > 6x) Knrot!
I .
et P(Q > x) — §otlp,

The main theorem of this section is given below.

Theorem 4. Suppose P(Q > x) € %#—q, with o > 1, E[QP] < oo for all 0 < B < c.
Assume pV pg < 1, and E[Z§ €] < oo for some € > 0. Then,

P(R>x) ~ (1 pa)~'P(Q > x)
as x — oo, where R was defined in (13).

Remark 9. (i) This result generalizes Theorem 1 in [21] for the case N = 1 (the
forward implication, ¢&¢ > 1) to the weighted branching tree when Q > 0. It also
generalizes the results in [47, 26] in the same way as Theorem 3 does for the case
where Zy dominates. (ii) It is also worth pointing out that the same sample-path
techniques used here can be used to study the intermediate case where P(Q > x) ~
KP(Zy > x) for some constant K > 0, which is also analyzed in [47] under stronger
conditions than those stated above.

6 Other recursions

In this section we show how our techniques can be applied to study other recursions
on trees, e.g., those stated in (5). In particular, we start with the following non-linear
equation

N
RZ (\/C,Ri) Vo, (17
i=1
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where (Q,N,Cy,C,...) is a nonnegative random vector with N € NU {eo}, P(Q >
0) > 0 and {R;};cn is a sequence of iid random variables that have the same distri-
bution as R and is independent of (Q,N,C,C;,...). Note that in the case of page
ranking applications, where the {R;} represent the ranks of the neighboring pages,
the potential ranking algorithm defined by the preceding recursion, determines the
rank of a page as a weighted version of the most highly ranked neighboring page.
In other words, the highest ranked reference has the dominant impact. Similarly to
the homogeneous linear case, this recursion was previously studied in [7] under the
assumption that Q =0, N = oo, and the {C;} are real-valued deterministic constants.
The more closely related case of Q =0 and {C;} > 0 being random was studied
earlier in [25].

Using standard arguments, we start by constructing a solution to (17) on a tree
and then we show that this solution is finite a.s. and unique under iterations (under
some moment conditions), similarly to what was done for the nonhomogeneous
linear recursion in Section 5. Our main result of this section is stated in Theorem 5.

Following the same notation as in Section 5, define the process

Vo=\/ QIl,  n>0, (18)

icA,

on the weighted branching tree Jp ¢, as constructed in Section 2. Recall that the
convention is that (Q,N,Cy,Ca, ... ) = (Qo,No,C(g,1),C(0,2), - - - ) denotes the random
vector corresponding to the root node.

With a possible abuse of notation relative to Section 5, define the process
{R"},~¢ according to

RW=\/V,, n>0.
k=0

Just as with the linear recursion from Section 5, it is not hard to see that R™) satisfies
the recursion

Ny N
-1 -1
R™ = <\/ Clo,j) R )> V0 = (\/ CiRY )> Vo, (19)
j=1 j=1
where {R;”fl)} are independent copies of R”"~1) corresponding to the subtree start-
ing with individual j in the first generation and ending on the nth generation. One
can also verify that

No n N
_@
Vi=VCon V Qu.in [MCk....)= V GVt
k=1 (Kye.in) EAL J=2 k=1

where {V(,, )} is a sequence of iid random variables independent of (N, C},C, . ..
and having the same distribution as V,,_;.
We now define the random variable R according to
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R2 limR™ = \/ V,. (20)
n—oo

k=0
Note that R is monotone increasing sample-pathwise, so R is well defined. Also,
by monotonicity of R™, (19) and monotone convergence, we obtain that R solves

N@ N
R= (\/ C(w,/)R.(;m)) VQo= <\/ C.iREw)> Vo,
j=1

j=1

where {R;oo) } jen are iid copies of R, independent of (Q,N,C),C3,...). Clearly this
implies that R, as defined by (20), is a solution in distribution to (17). However,
this solution might be . Now, we establish the finiteness of moments of R, and in
particular that R < oo a.s., in the following lemma.

Lemma 13. Assume that pg = E [ZﬁilCﬂ < 1 and E[QP] < oo for some B > 0.
Then, E[RY] < o for all 0 < y < B, and in particular, R < o a.s. Moreover, if > 1,

s : BY1/B
R 5 R, where Lg stands for convergence in (E|-|P)"/P norm.

Just as with the linear recursion from Section 5, we can define the process {R;}
as
Ry AR"VVV(RG),  n>1,

where
Va(R3) = \/ Ro;IH, 1)

icA,

and {Rj; }icy are iid copies of an initial value Rjj, independent of the entire weighted
tree ﬂQC It follows from (19) and (21) that

N n N
v = VG RTIV  RGTCui | Ve =V Ry v,
j=1 €A, j k=2 j=1
where {Rgnfl)} are independent copies of R”~1) corresponding to the subtree start-
ing with individual j in the first generation and ending on the nth generation, and
A, ;j is the set of all nodes in the (n+ 1)th generation that are descendants of indi-
vidual j in the first generation. Moreover, {Ry, ;} are iid copies of R, and thus, R,
is equal in distribution to the process obtained by iterating (17) with an initial con-
dition Rj. This process can be shown to converge in distribution to R for any initial
condition Ry satisfying the following moment condition.

Lemma 14. For any R > 0, if E[QP],E[(R})P] < o and pp < 1 for some B >0,
then
R, =R,

with E [Rﬁ] < oo, Furthermore, under these assumptions, the distribution of R is the
unique solution with finite -moment to recursion (17).
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We now state the main result of this section; see Theorem 5.1 in [27].

Theorem 5. Ler (Q,N,Cy,Cs,...) be a nonnegative random vector, with N € NU
{eo}, P(Q > 0) > 0 and R be the solution to (17) given by (20). Suppose that
there exists j > 1 with P(N > j,C; > 0) > 0 such that the measure P(logC; €
du,C; > 0,N > j) is nonarithmetic, and that for some o > 0, E[Q%] < o0, 0 <
E[x),c* logCi] <ooand E [YY | C*| = 1. In addition, assume

]E[ <o if o> 1; o
1+€
ZE{( N a/(lJrE)) ]<°°f0rsom60<8<1,if0<ot§1.

Then,
P(R>1t)~Ht™ %, t— oo,

where 0 < H < oo is given by

1 roo
H= / v P(R>v) —
E XY, C*logC] Jo <

E[(VXGR)" v ot~ (GR)]
aE [N, C*logC; '

¢[frns] )

As an illustration of the generality of the developed techniques, we now discuss
another example that is closely related to recursion (17), which is given by

N
Z (\/ C,-Rl-> +0, 22)
i=1

where (Q,N,Cy,Cs,...) is a nonnegative vector with N € NU {eo}, P(Q > 0) > 0,
and {R;}icn is a sequence of iid random variables independent of (Q,N,C;,C,...)
having the same distribution as R. Its analysis could follow very closely the steps
used for the linear and maximum recursions, except that the constructed solution
R would be less explicit. More specifically, one could iterate (22), similarly as it
was done in (19) for the maximum recursion. To this end, an iteration R™ could be
constructed as a function of the weights of the first n generations of the tree, and

would solve N
(e v
j=1

where {R;”fl)} is the corresponding iteration obtained on a subtree that starts on

node j in the first generation and ends on the nth generation; clearly {Rﬁ"il)} isa
sequence of iid random variables. Furthermore, it appears that R is monotonically
increasing in n, see equation (37) in [1], and thus its limit R = R = lim,HwR(”) is
properly defined. In addition, by using monotonicity arguments, one can show that
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N
R= = \/ R | + 0,
j=1

where {R;OC')} is the corresponding iterative solution constructed on the infinite sub-
tree that starts at node j in the first generation. Hence, such a constructed R is a
solution to (22). Also, since R is bounded from above by the solution (13) to the
nonhomogeneous linear equation, sufficient conditions for the finiteness of its mo-
ments can be obtained from the corresponding results for the solution in (13). Re-
cursion (22) was termed “discounted tree sums” in [1]; for additional details on the
existence and uniqueness of its solution see Section 4.4 in [1].
Similarly one could study the third equation from (5),

9 N
R=(Y CRri|VvO,

i=1

by first constructing iteratively an endogenous solution on the weighted branching
tree and then develop the conditions for the finiteness of its moments, etc.
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